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Introduction

Introduction

Senetas hardware and software encryption platforms ensure that information is protected as it transits through the network from
one location to another. Senetas, based in Melbourne Australia has been designing and manufacturing encryptors for more than
a 20 years and has supplied units worldwide to governments, law enforcement agencies, military, financial and other
commercial organisations. This manual is intended to provide you with a complete understanding of the Senetas product family
and more importantly the role it can play in protecting critical data. This manual includes specific details for the Ethernet
Encryptor CN6140 (hereinafter may also be referred to as the "CN6140 Encryptor").

The need for data encryption within the data centre is generally well understood, however the need to secure data-in-transit, that
is the data traversing the network, is often overlooked. In reality the security of your data is only as good as that provided by the
weakest link and both data-at-rest and data-in-transit must be protected.

NOTE: This document describes the configuration of encryptors at both Layer 2 and Layer 2-4. Where applicable
content is annotated with a "(only Layer 2)" or similar identifier so that you can readily determine if the content applies to
your needs.

This document is organised into a number of chapters that describe all aspects of the Senetas product and its application. These
include; networks, risk, encryption, commissioning, security, certificate and keys, platforms, protocols, installation, management
and troubleshooting.

A highlighted section such as this...

...... is used to provide summary information that allows you to gain a high level understanding of the content.

This presentation allows scanning of the content of a chapter to quickly focus on those areas that deliver in-depth coverage of
an area of interest.
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Introduction

Safety warnings

" CAUTION: Double pole/neutral fusing
ATTENTION: Fusion péle double/neutre

- WARNING: Disconnect all power supply cords before servicing.
S

ATTENTION: Débrancher tous les cordons d'alimentation avant I'entretien.

CAUTION: Risk of explosion if battery is replaced by an incorrect type.
Dispose of used batteries in accordance with local laws. Do not charge,

D heat, open or dispose of in a fire.

ATTENTION: Risqué d'explosion si la batterie est remplacée par un type
incorrect. Jetez les piles usagées conformément aux lois locales. Ne pas
charger, chauffer, ouvrir ou éliminés dans un incendie.

CAUTION: For continued protection against risk of fire, replace only with

@i the same type and rating of fuse.
ATTENTION: Pour une protection continue contre les risques d'incendie,

remplacer uniguement avec le méme type et calibre du fusible.

Audience

This document has been written to meet the needs of the broad cross section of readers who have an interest in Senetas
encryptors. By including comprehensive information for the complete product range it provides the following:

¢ An understanding of encryption and products philosophy.
¢ The requirements of different networks and the way in which the products address these.
¢ The installation of encryptors
* The configuration of encryptors to meet customer needs.
e The administration of encryptors.
¢ The diagnosis of any issues that could occur.
Itis assumed that the reader is familiar with:
¢ The topology of the network in which the encryptor is to be used.
* The basic principles of computer networking, protocols and interfaces.

¢ The administration and operation of a computer network.

iv 6 Ethernet Encryptor CN6140



Introduction

Companion documents that contain only a limited number of chapters are also available and these are usually provided for
training purposes.

Navigating this document
The 'Table of Content' provides structured access to all of the material that is contained within the document.
Active links are provided throughout to allow navigation within online copies of the manual.

In addition, a comprehensive linked index is provided which is supported by a glossary that explains the many acronyms that are
used throughout the communications industry.

Applicability of content

This document describes mutually exclusive features that may not be of interest to the reader. To assist navigation subject
matter headings have text appended that describes the applicability. For example if both "Layer 2 VLAN" and "Layer 3 TIM"
modes are described, a VLAN related heading might be appended with "(layer 2 VLAN only)".

Senetas documentation includes information that requires particular attention or understanding. The three types of highlighted
paragraphs are:

I NOTE: This could be a reminder regarding the format of some required information.
I WARNING: Highlights that extra care should be taken when performing a task.

CAUTION: Information emphasised because, for example, taking an action incorrectly will cause operational errors or
system failure.
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Section 1: Encryption platform

Section 1: Encryption platform

This section describes the encryption platform and its related protocols.

CNGBT40 ENCry P OrS .. 2
CN BT ENCrY P O 3
Forward Error COrreCtion ... .. .. ... 12
Encryptor CONNECtIONS ... ... ... ... 15
COMIMIS S ONING ... . 23
User defined @NntroPY .. ..o 29
Rate liMiting . . 31

CN6140 Encryptors

Senetas encryptors secure high-speed networks using the proven Advanced Encryption Standard (AES) encryption algorithm.
Point-to-point and multi-point, wire-speed encryption with low latency and no packet expansion is made possible by operating at
Layer 2 of the OSI model.

Layer 2 encryption is often referred to as a “bump in the wire” technology as it has nearly no overhead and allows the use of the
entire bandwidth. Link latency is constant and less than . Furthermore, it ensures protection of all traffic on the network. The
frame size can be in the range 64 to 10,000 the upper limit being reduced by the size of any inserted shims, for example in VLAN
mode with GCM enabled this would be 9976.

TIM mode encryption at layers 2, 3 and 4 is supported on all CN6000 series encryptors.
The encryptors have received stringent international security accreditations - Common Criteria EAL2+ and FIPS 140-3 Level 3.

The Senetas solution integrates seamlessly into existing network infrastructures. The simple installation procedure and set-and-
forget operation ensures rapid deployment and minimal maintenance requirements. Advanced management tools allow easy
provisioning and control of security policies for audit and compliance. Group key management and separation of duties underpin
best security practices while advanced networking and diagnostic features ensure uncompromising performance.

The CN6140 enclosure is fabricated from steel and designed to fit into 19”-wide (482 mm) communications equipment racks. The
units are one rack unit (1U) high (44 mm).

The CN6140 of encryptors have the following interfaces:
¢ LAN RJ45 auto-negotiating 10BASE-T/100BASE-TX/1000BASE-T Ethernet connector for system management
¢ CON RJ45 RS232 serial connector for local (CLI) configuration
¢ USB connectors used for software upgrade capability
e Fourline LCD display for user notification
e LED indicators that show the status of the unit.
¢ Local and network interface ports

* Keypad for user input
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Section 1: Encryption platform

Table 1. Key functions

Button Selection Configuration
ESC Return to the first configuration Cancel the current choice
item
Up Arrow Display the prior configuration Show the previous choice for the highlighted character.
item.
Down Arrow Display the next configuration Show the next choice for the highlighted character.
item.
ENT Select the configuration menu for | Select the current choice for the highlighted character and highlight
the current item. the next character.

NOTE: If a selection can be configured, the O character will be shown at the bottom right of the display.
Configuration requires that the keypad is unlocked.

CN6140 Encryptor

The CN6140 encryptor is a rack mountable unit that is designed for operation in a data centre environment. The unit provides full
line rate encryption of Ethernet frames at speeds of up to 10 Gbps.

Figure 1: CN6140 Front view

Figure 2: Rear panel of the CN6000 series encryptors

The CN6140 can be configured to utilize one to four encryption slots with these operating at 1 Gbps or 10 Gbps, that is, all slots
must be configured at the same speed. Slot identification is as follows:
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Table 2. CN6140 Slot Assignments

Logical Slot Physical Port
Network

0 1 5

1 2 6

2 3 7

3 4 8

Table 3. CN6140 Features and constraints
Feature / util-

ized ports;
Crypto mode CFB CFB CTR CTR CTR
CTR CTR GCM GCM
GCM GCM
Operational mode Line Line Line Line Line
MAC MAC MAC MAC
VLAN VLAN VLAN VLAN
TRANSEC TIM TRANSEC TIM
TIM TIM
Connections per 255 255 511 511 1
encryptor
Ethertype dia- Y Y Y Y N
gnostics
Bypass IP Multicast Y Y Y Y N
Header
Bypass IGMP MLD Y Y Y Y N
Transceivers Optical, Optical, Optical, Optical, Optical,
Copper Copper Copper Copper Copper
Linkspeed 1 Gbps 1 Gbps 10 Gbps 10 Gbps 10 Gbps

CN6140 indicators

The CN6140 has a number of LEDs that indicate the current state of the encryptor.
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_ Section 1: Encryption platform

Table 4. CN6140 front panel indicators

System  State Description
LEDs
Secure | Solid Red Unit is not activated and traffic is being discarded

Flashing Red Unit is not activated and traffic is being bypassed
Solid Amber Unit is activated and traffic is being discarded
Flashing Amber Unit is activated and traffic is being bypassed
Solid Green One or more certificates have been loaded and the unit is operating securely
Flashing Green Operating securely but with no certificates loaded, for example, when in

Transport Independent Mode (TIM)

System | Solid Red Secure Halt
Solid Green System operating correctly
Alarm Flashing Red Alarms exist
Flashing Amber Unacknowledged Alarms
Solid Red Acknowledged Alarms
Solid Green No active alarms
Power | Green Indicates that power is on

CN6140 LCD backlight

The LCD backlight colour can vary depending on operational status:
¢ White indicates normal operation

¢ Red indicates persistent secure halt or power-up self test failure

CN6140 Network interfaces

The CN6140 is factory configured with interfaces as shown in the following table, these supporting a specific combination of
protocol, transmission speed and media connection. The interface can be identified from its physical label or via CM7. Additional
interface detail is provided on page 9

Table 5. CN6140 interfaces

Model Protocol Line Rate Connections

CN6140 | Ethernet 1/10 Gbps | LC-SFP+
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Section 1: Encryption platform

Ethernet connector indicator LEDs

Table 6. Connector LEDs

LOCAL or NETWORK PORTS

Porttype LNK SPD LED status/activity indicates:
(Left) (Right)

SFP Ethernet | OFF OFF No SFP or SFP socket power off

AMB (SOL) AMB (SOL) Port Stopped

RED (alt FLSH)| RED (alt FLSH)| SFP Bad

OFF GRN (FLSH) | LLF Down

OFF RED (SOL) | SFP Good & LOS

RED(SOL) | RED(SOL) | SFP Good & LOS & Auto Neg. Fail

GRN (ACT) AMB (FLSH) Link 10M

GRN(ACT) | AMB(SOL) | Link 100M

GRN(ACT) | GRN(SOL) | Link 1000M

GRN(ACT) | GRN(SOL) | Link10G

LNK Link

SPD Speed

ACT Activity, flashing at 8.33Hz when frames are processed

FLSH Flashing at 1.25Hz

Alt-FLSH| Alternate flashing between LNK and SPD LEDs at 1.25Hz

RED Red

AMB Amber

GRN Green
SOL Solid
Emergency erase

All encryptors have a 'emergency erase' facility which has the same effect as 'tampering' the unit. When erased, all key and user
account material is erased.

The CN6140 can be reset to the erased state by any of three methods:

1. The first method is to press and hold down the ESC and ENT buttons for about 10 seconds to display the 'Erase and
reboot?' message after which you can press the 'Up' key to display the confirmation request and then the ENT key.
Pressing any other key will cancel the operation.

2. The second 'emergency' method, which can be used even when the unit is powered down, requires you to press a reset
button that is behind a hole next to the UP/DOWN arrows. A paper clip or similar device is required to do this.
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Section 1: Encryption platform

3. The third method is to use the CLI erase command. Note that unless the -fswitch is included to reset the encryptor to the
original 'factory' state, the front panel IP addresses and the operational mode (point to point, MAC, VLAN, TIM etc.) are
retained.

Encryptor connections

Encryptors have connectors that source power, connect to CM7 or another management system, and connect to the local
(protected) and the remote (unprotected) networks.

Power supplies and Connectors

The CN6140 encryptors have a pair of dual redundant universal mains power supplies that can accept input in the range 90-250
VAC at 50-60Hz. Supplies will auto-range to the supplied input voltage without user intervention. For safety reasons it is
important that the mains plug provides an effective earth for the unit.

For maximum reliability it is recommended that the encryptor be protected with an uninterruptible power supply (UPS).

The CN6000 Series have an IEC13 rear panel mounted sockets that allows connection to the AC supply with an IEC13 cable.
Loss of electrical power results in the loss of all connections and their associated encryption keys (but not the configuration
settings, certificates or passwords).

As an option, CN6140 encryptors can be equipped with 48 VDC dual-redundant, hot-swappable power supplies. When both
supplies are operational, each delivers power to the chassis and the load is shared. When one supply fails an alarm will be
indicated (front panel alarm LED flashes red and an event message is logged) and the remaining supply handles the load until
the faulty supply is replaced.

Although the supply is hot-swappable, it is not user-serviceable and it must be returned to your supplier for repair.
In the event of power loss an encryptor will automatically re-establish its trusted connections when power returns and traffic is

seen. No user action is required.

NOTE: The power supply power LED may stay active for some tens of seconds after power is removed from the module.
This is expected behaviour.

Management connections

Encryptors can be locally managed using via an SNMPv3 session that connects using the supplied Ethernet cable and RJ45
socket on the encryptors panel. Command Line Interface (CLI) management is provided via a RJ45 craft connector on the front
panel.

Fan tray

CN6140 encryptors are equipped with a fan tray that houses both fans and the lithium backup battery. The tray can be
exchanged to facilitate the replacement of the battery without disrupting the encryption of network traffic.

Battery

Senetas encryptors use an internal lithium battery to both power their real-time clock (RTC) and provide essential backup for
volatile configuration information. The battery has a typical shelf life of twenty years and its status can be viewed via the CM7
Manage>Diagnostics screen.

Batteries are continuously monitored for low-voltage conditions and the status indicated on a front panel LED. If a low-voltage is
detected then an alarm condition will be logged and the front panel battery indicator will be set to red. The battery is located in
the replaceable fan tray (the user cannot replace the battery in the fan tray).
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Section 1: Encryption platform 55-24-010

Pluggable Module Descriptions

The following sections describe each of the modules that can be replaced in the field.

The Fan Module

The Fan Module is common to all CN6000 series models. It has two fans and a Poly-carbonmonofluoride Lithium Battery.

The fans and the battery are monitored and a faulty fan or a faulty battery will trigger an alarm indicated by the Alarm LED and the
LCD on the front panel. These can also be viewed using CM7 or a CLI command.

The Fan Module is hot pluggable and user replaceable. It is fastened to the chassis with two M4x12 screws.

The AC Power Supply Module

The CN6000 AC models employ two AC Power Supply Modules that provide dual redundancy to the internal 12VDC Rail. A fault
in the power supply in only one of the modules will not affect the unit's normal operation.

The green LED on the fascia of the AC Power Supply Module indicates the status of the power supply. When the power supply is
on and normal, the LED is on; when the power supply input is disconnected or the power supply is faulty, the LED is off.

The AC Power Supply Module has an IEC C14 power inlet to accept a detachable Power Supply Cords with IEC C13 sockets.
The AC power input is rated at 100 to 240 VAC, 1.5A, 50 to 60 Hz.

The case of the AC Power Supply Module is made of steel and is connected to the safety earth terminal.

The AC Power Supply Module also has a fan that is being monitored and reported on in the same way as those for the Fan
Module.

The AC Power Supply Module is hot pluggable and user replaceable. It is fastened to the chassis with two M4x12 screws.

The DC Power Supply Module

The CN6000 DC models employ two DC Power Supply Modules that provide dual redundancy to the internal 12 VDC Rail. A fault
in the power supply in only one of the modules will not affect the unit's normal operation.

The green LED on the fascia of the DC Power Supply Module indicates the status of the power supply. When the power supply is
on and normal, the LED is on; when the power supply input is disconnected or the power supply is faulty, the LED is off.

The DC Power Supply Module has a DC Power Input rated at 40.5 to 60 VDC, 2.5A.
The case of the DC Power Supply Module is made of steel and is connected to the safety earth terminal.
The DC Power Supply Module also has a fan that is monitored and reported on in the same way as those for the Fan Module.

The DC Power Supply Module is hot pluggable and user replaceable. It is fastened to the chassis with two M4x12 screws.

DC Power Supply Connector Specifications

In some installations there may be a requirement to provide custom DC Power Supply cables. The information required to do this
is contained in the sections that follow.

The input connector in the DC Power Supply Module mates with Molex HCS-125 Connector Housing and Crimp Socket
Terminals. The DC Power Supply Wires and the Safety Earth Wire are to be terminated with the Crimp Socket Terminals before
being inserted to the Connector Housing. The Molex part numbers are shown below.
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Table 7. DC supply connections
Wire Size

Quantity

Molex part number

Section 1: Encryption platform

Description

16-1

8AWG

18-12-1222

3.18mm (.125”) Diameter HCS-125 Pin and Socket Crimp Terminal, Ser-
ies 2047, Female. with Tin (Sn) Plated Brass Contact, Wire Size 16-
18AWG, Wire Insulator Diameter 3.05 (.120”) max.

10-1

4AWG

18-12-1602

3.18mm (.125”) Diameter HCS-125 Pin and Socket Crimp Terminal, Ser-
ies 1901, Female, with Tin (Sn) Plated Brass Contact, Wire Size 10-
14AWG, Wire Insulator Diameter 4.57 (.180”) max.

03-12-1036

3.18mm (.125”) Diameter, HCS125, Pin and Socket Plug Housing, Single
Row, without Panel Mount Ears, 3 Circuits, Natural, Nylon 94V-2

The following illustration shows the pin-out of the DC Power Supply connector.

Figure 3:

Molex pin connections

Optical interface detail

Red

Black

Green & Yellow

The following table provides details of all of the optical interfaces that are available for the platforms included in this document.

NOTE: The specified 'reach’ of each interface assumes a 'standard' installation using OM2 and/or OM3 fibre. Your
network provider should be consulted.

Table 8. SFP (Mbps) optical interfaces

Protocol Speed Reach Fibre Mode Wavelength Cage Part Number
Ethernet 100Mbps | 300 m MM 62.5um | 850 SFP 38-029-6
550 m MM 50um 850 SFP 38-029-6
2km MM 1310 SFP 38-012-6
10 km SM 1310 SFP 38-020-6
30 km SM 1310 SFP 38-021-6
30 km SM 1310 SFP 38-030-6
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Table 9. SFP (Gbps) optical interfaces

Protocol Speed Reach Fibre Mode Wavelength Cage Part Number

Ethernet 1 Gbps 300 m MM 62.5um | 850 SFP 38-029-6
550 m MM 50um 850 SFP 38-029-6
10 km SM 1310 SFP 38-020-6
10 km SM 1310 SFP 38-075-6
30 km SM 1310 SFP 38-021-6
30 km SM 1310 SFP 38-030-6
55 km SM 1310 SFP 38-036-6
88 km SM 1550| SFP 38-038-6
88 km SM 1550| SFP 38-062-6

Table 10. SFP+ optical interfaces

Protocol Speed Reach Fibre Mode Wavelength Cage Part Number

Ethernet 1 Gbps 300 m MM 850 SFP+ 38-058-6
10 km SM 1310 SFP+ 38-059-6

Ethernet 10 Gbps [ 30m RJ45 Copper SFP+ 38-081-6
100 m MM 850 SFP+ 38-058-6
10 km SM 1310 SFP+ 38-059-6
10 km SM 1310 SFP+ 38-066-6
10-30 km | SM 1310 SFP+ 38-070-6
40 km SM 1550 SFP+ 38-060-6
80 km SM 1550| SFP+ 38-061-6

NOTE: The CN6140 supports passive Direct Attach Copper (DAC) cables or copper RJ45 SFP+ modules. Customers are
advised not to operate unlisted models as this diverges from the safety standard, UL and EMC testing configurations and
invalidates conformity to these standards.

The CN6140 can be configured using CM7 or the CLI protocol command to support the speeds listed in the following table. If
copper SFP+ units are used then it is the responsibility of the installer to ensure that the total power dissipated does not result in
overheating of the unit. Each SFP+ cage can dissipate a maximum of 2.5 watts.

Table 11. Heat generated by optical interfaces

Configured Speed Part Number Dissipation per Local or
Network port
1 Gbps 38-026-6 1.0 watts
10 Gbps 38-081-6 2.5 watts

For example, an encryptor with three 10 Gbps interfaces installed on both the Local and Network ports will dissipate 15 watts.

Ethernet Encryptor CN6140
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Transceiver Vendor codes

Section 1: Encryption platform

The following table provides vendor part numbers for each of the optical transceivers supported by Senetas encryptors.

Table 12. Vendor part numbers for SFP+ optical transceivers

Part Number Cage Vendor Vendor Part number Max Op Standard
Temp. °C

38-081-6 SFP+ Methode DM7052/3 70 Copper?

38-070-6 SFP+ Finisar FTLX1772M3BCL 75

38-066-6 SFP+ Finisar FTLX1472M3BNL 85 1000BASE-LX,
10GBASE-LR/LW

38-065-6 SFP+ Finisar FTLF8528P3BNV 85

38-061-6 SFP+ Finisar FTLX1871D3BCL 70 10GBASE-ZR

38-060-6 SFP+ Finisar FTLX1672D3BCL 70 10GBASE-ER/EW

38-059-6 SFP+ Finisar FTLX1475D3BCV 70 1000BASE-LX

FTLX1471D3BCV (EOL) 10GBASE-LR/LW

38-058-6 SFP+ Finisar FTLX8574D3BCV 70 1000BASE-SX

10GBASE-SR/SW

Table 13. Vendor part numbers for SFP (Gbps) optical transceivers

Part Number Cage Vendor Vendor Part number Max Op Standard
Temp. °C
38-051-6 SFP Finisar FTLF8524P2BNV 85
38-047-6 SFP Finisar FTLF1424P2BCR 70
38-040-6 SFP Finisar FTLF1522P1BTL 85
38-035-6 SFP Finisar FTLF1424P2BCL 70
38-034-6 SFP Finisar FTLF1324P2BTL 85
38-033-6 SFP Finisar FTLF8524P2BNL 85
38-030-6 SFP Finisar FTLF1421P1BTL 85
38-028-6 SFP Finisar FTLF1422P1BTL 85
38-021-6 SFP Finisar FTLF1421P1BCL 70
38-016-6 SFP Finisar FTLF1322P1BTR 85

Table 14. Vendor part numbers for SFP (Mbps) optical transceivers

Part Number Cage Vendor Vendor Part number Max Op Standard

Temp. °C

38-075-6 SFP Finisar FTLF1318P3BTL 85 1000BASE-LX
38-063-6 SFP Finisar FTLF1217P2BTL 85 100BASE-FX
38-062-6 SFP Finisar FTLF1519P1BNL 85 1000BASE-Z
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Table 14. Vendor part numbers for SFP (Mbps) optical transceivers(continued)

Part Number Cage Vendor Vendor Part number Max Op Standard
Temp. °C
38-038-6 SFP Finisar FTLF1519P1BCL 70 1000BASE-ZX
38-036-6 SFP Finisar FTLF1419P1BCL 70 1000BASE-LX
38-029-6 SFP Finisar FTLF8519P3BNL 85 1000BASE-SX
38-020-6 SFP Finisar FTLF1321P1BTL 85 1000BASE-LX

I NOTE: Any vendor part number marked EOL are end-of-life and the alternative part number should be used.

' To comply with EMC requirements, shielded CAT6 cable must be used

Forward Error correction

Forward Error Correction (FEC) provides for the removal of errors that can occur when data is transmitted over high speed optical
links. The introduction of newer, faster, optical links requires the development of new interfaces that are usually expensive, push
the limits of the technology, and require the use of FEC to ensure reliable operations.

FEC requires the addition of redundant information to a signal so that the errors can be identified at the receiving end of a link.
The Senetas implementation follows IEEE 802.3 chapter 91 [2], which is also known as “IEEE 802.3bj” or “RS-FEC”. Ethernet
frame transmission is transparent to FEC and no change in bit-rate is required.

The QSFP28 and the longer range CFP4 modules used with the CN900O series encryptors have non-zero error rates and in
some customer installations FEC will be required to achieve low packet loss rates.

FEC can be independently enabled or disabled on both the Local and Network ports and independent status monitoring and
statistics are available for both.

Latency

The implementation of FEC does introduce additional latency of the order of 0.25 microseconds.

Initial power-up

Following physical installation it is usual to connect power to the unit to ensure that it operates as expected. Encryptors are
shipped in factory default state which means that they will need to be configured according to the requirements of the network.

Boot up sequence

The boot up sequence is entered after a hardware or software restart. For FIPS 140-3 compliance, the software must perform
hardware and software diagnostic tests as part of the initialization process. The results of these tests are added to the system
eventlog.

Self-test enhancements

As per FIPS 140-3 compliance, the following are in place:

* The SHA256 cryptographic algorithm used for software Integrity tests is now the first test performed in the set of power-up
tests

¢ In addition to being run at start-up, software and firmware integrity tests are run every 24 hours. A start-up sequence can
be triggered by a reboot, erase, tamper or power cycle.

The following actions are performed for software and firmware integrity tests:
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Section 1: Encryption platform

¢ A SHA-256 hash is performed on each software and firmware component and is compared with a build time value

Result Action

Success Normal operation continues

Event log entries generated for all tests if test conducted as part of start-up

Event Log entry only generated for Software Integrity test if integrity tests conducted as part of 24 hour
check

Fail Encryptor enters 'Secure Halt' state

Self-test frequency

Bypass and Encrypt egress data-path tests are run:
* on policy configuration changes (for example, crypto-mode change, IP rule configuration updates, etc.)
* every 24 hours
 tests also run when there is a start-up triggered by a reboot, erase, tamper or power cycle
The following actions are performed for Bypass and Encrypt egress data-path tests:
* Send a test frame that tests the bypass egress data-path action

« Send a test frame that tests the encrypt egress data-path action using the current crypto policy settings

Result Action

Success Normal operation continues

No log entries are generated if test conducted as part of 24 hour check or configuration change

Event log entries generated if test conducted as part of start-up

Fail Alarm raised

Log entry generated

Encryptor global mode set to 'Discard'

The user can change the global mode back to secure without needing to acknowledge the alarm,
which will trigger another Bypass and Encrypt Policy test

"Secure halt" actions

Where significant errors are detected during the diagnostic phase, the software will not complete the power up sequence but will
instead enter a 'secure halt' state. In this situation:

¢ The interface ports will not pass any traffic

* The unit cannot be managed via the CLI or SNMP

* Adiagnostics message is added to the event log

» Temperature protection and tamper services remain active

* The front panel LEDs are turned off
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Tampering response

Following power up, if the encryptor is in the tampered state, a log message will be generated and the LEDs will flash red. If a unit
has been tampered but is no longer in the tampered state it will boot normally however a log message will be generated.
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Encryptor Connections

The following sections describe each of the connections that are used to connect and/or manage encryptors within networks.

Management interfaces

Encryptors can be managed via the RJ45 management port (using SNMPv3), the serial console port (using CLI commands) or
inband (using SNMPv3). The SNMPV3 sessions use the UDP protocol to ensure operation in noisy environments.

Section 1: Encryption platform

Management port statistics

The following table shows the management port statistics that are available using either SNMPv3 or the CLI.

Table 15. Management Port statistics

Ethernet

Meaning

MAC Address MAC address of the encryptors management port
Operating Mode The current mode the encryptor is operating in
Current Link Rate Encryptor link rate

Configured Link Rate

User specified speed negotiation

Partner Link Rate Management link rate

IP Meaning

Packets In Number of IP packets received by the encryptor
Packets Out Number of IP packets sent by the encryptor

Header Errors

Number of Header errors in IP packets

Address Errors

Number of address errors in IP packets

Discards
ICMP

Messages In

Number of IP packets discarded

Meaning

Internet Control messages received on the management port

Messages Out

Internet Control messages sent by the management port

Errors
UDP

Datagrams In

Count of errors detected in ICMP messages
Actions

Number of UDP datagrams received by the encryptor

Datagrams Out

Number of UDP datagrams sent by the encryptor

Errors

Number of errors in UDP datagrams
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Section 1: Encryption platform

NOTE: Encryptors can be managed via the RJ45 management port (using SNMPV3), the RS232 serial port (using CLI
commands) or inband (using SNMPv3). The SNMPv3 sessions use the UDP protocol to ensure operation in noise-prone
environments.

Connecting to the Ethernet management port

Each encryptor has a 10/100/1000Base-T (RJ45) Ethernet port which can be connected to a PC or the local trusted network. This
port is used to manage the unit.

I NOTE: The auxiliary port can be used to provide a second management connection..

When successfully connected, the green link indicator on the RJ45 connector will be lit and the flashing orange LED will indicate
Ethernet activity.

The management port is auto-sensing and will use auto-negotiation to determine the fastest speed at which it can run. The port
will initially attempt to operate at 1000 Mbps. If this fails, the unit will automatically attempt to connect at the alternative Ethernet
speeds of 100 Mbps and then 10 Mbps until a stable connection is established.

Connecting to the serial management port

Encryptors provide a command line interface (CLI) accessible through a serial console port. The encryptor serial console port is a
DTE (Data Terminal Equipment) device and can connect to other DTE devices (for example, terminals or end stations) using the
supplied null-modem cable. The encryptor can connect to a DCE (Data Communications Equipment) device, for example a
modem, using a straight through RS232-C cable (not supplied). Depending on the type of hardware that you are connecting to
the serial console port, make sure that you have the appropriate serial cable ready at installation time.

It is not recommended that the serial port be connected to a terminal server and accessed over an unsecured network such as
the Internet without additional protection mechanisms.

Both the port and terminal settings are those that will normally exist by default and it is seldom necessary to make any changes.

Personal computer settings
The required RS232 serial port settings for connecting a PC as the CLI management station are:

Table 16. Serial port settings

Parameter Setting

Baud rate 9600 bps
Parity None
Data bits 8
Stop bits 1
Software flow control (XON/XOFF) Off
Hardware flow control Off

The recommended terminal settings for connecting to the RS232 port of the encryptor are:
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Table 17. Terminal emulator settings

Parameter Setting
Local Echo Off - to ensure that commands are visible
Line wrap On - to prevent loss of data at end of line

Carriage Return/Carriage Return left translation
Inbound | Off
Outbound | Off

Connecting to the local and network ports

Encryptors are inserted into the network as a ‘bump in the wire’ such that traffic in both directions is encrypted according to the
defined encryption policy. The ‘local’ port is connected to the trusted network and the ‘network’ port is connected to the un-
trusted network.

The local side of the encryptor usually connects equipment that is located nearby and a number of choices are usually available.
The network side of the encryptor may need to support longer distances.

For optical networks the network link is likely to be either via ‘dark fibre’ in which case connections will be point to point, or a fibre
to a ‘cloud’ which can support multipoint.

Table 18. Interface connections

Protocol Connector

Ethernet SFP+ 10Gbps Single/Multi mode optical fibre

Itis important that both the fibre and the interfaces be cleaned if they have been exposed to the environment.

Local port statistics
The statistics listed below are accessed using CM7 or the CLI.

Table 19. Local interface Rx statistics

Received Data Meaning

Buffer Overflow Count Count of Frames received on the local port and discarded due to internal buffer
overflow

Interframe Gap Errors Count of frames received after an minimum interframe gap violation.

Octet Count Count of characters received

Frame Count Count of frames received

FCS Errored frames The number of received frames that had an FCS error

PCS Errored Frames The number of received frames that had data errors

Undersized Frames Count of received frames that were less than 64 characters
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Received Data Meaning

Oversized Frames Count of received frames that were over 1536 characters
Discarded Frames Count of received frames discarded due to Policy settings
Bypassed Frames Count of received frames that are bypassed
PCS Sync State Current state of local port communications
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Figure 4: CMY Local Interface diagnostics screen - Rx stats

Table 20. Local interface Tx statistics

Transmitted Data Meaning

Octet Count Count of characters sent
Frame Count Count of frames sent
FCS Errored Frames Number of sent frames with FCS errors
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Network port statistics
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CM7 Local Interface diagnostics screen - Tx stats

The statistics listed below are accessed using CM7 or the CLI.

Table 21. Network interface Rx statistics

Received Data Meaning

Buffer Overflow Count

Count of Frames received on the local port and discarded due to internal buffer overflow

Interframe Gap Errors

Count of frames received after an minimum interframe gap violation IFG

Octet Count

Count of received characters

Frame Count

Count of received frames

FCS Errored frames

The number of received frames that had an FCS error

PCS Errored Frames

The number of received frames that had data errors

Undersized Frames

Count of received frames that were less then 64 characters

Oversized Frames

Count of received frames that were over 1536 characters

Discarded Frames

Count of received frames discarded due to Policy settings

PCS Sync State

Current state of network communications

Manage Octet Count

Count of management characters received

Manage Frame Count

Count of management frames received

Manage Drop Frames

Count of management frames dropped due to internal processes

Shim Octet Count

Increments by the crypto excess octets (shim and authentication trailer if present) for
each frame that is encrypted/decrypted

Replay Errors

Increments when the counter received in the shim has been observed before oris a
value that is less than 256 from the previous greatest received value

Skipped CTR Errors

Increments when the counter received in the shim is greater than what is expected at
the receiver

Auth Failed Errors

Number of access attempts that were incorrect.

Reordered Frames

Count increments when the counter received in the shim has a value less than the pre-
vious greatest received value

Out of Reorder Window Frames

Increments when the counter received in the shim has a value that is less than 256 from
the previous greatest received value

Encrypted Octets

Count of encypted octets sent

Encrypted Frames

Count of encypted frames sent
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Figure 6: CM?7 Network Interface diagnostics screen - Rx stats

Table 22. Network interface Tx statistics

Received Data Meaning

Octet Count Count of characters sent

Frame Count Count of frames sent

FCS Errored Frames Number of sent frames with FCS errors
Manage Octet Count Number of management characters sent
Manage Frame Count Number of management frames sent
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Unpacking encryptors
Following delivery the units should be carefully unpacked and the contents checked for completeness. The contents of the
shipping box will depend on the encryptor platform model:

CN6140

* CN6140 encryptor platform with Power lead
* RJA45 serial console cable

* RJ45 Ethernet cable

* Two rack mounting brackets with screws

* SFP+ transceivers (as ordered)

Any missing or damaged items should be reported to your supplier immediately.

Environmental requirements

Senetas encryptors operate within a defined environment as follows:

Parameter Value

Minimum Operating Temperature 0°C

Maximum Operating Ambient Temperature 50°C

Minimum Storage Temperature -40 °C

Maximum Storage Temperature 70°C

Maximum Operating Altitude 2000 metres above sea level
Operating humidity range 0% to 80% non condensing at 40 °C
Non-operating humidity 95% non condensing
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CAUTION: Senetas encryptors with electrical interfaces should not be connected to physical networks that are subject to
lightning strikes. One of the major effects of lightning strike on electrical and electronic equipment is a high voltage surge. A
surge is caused by the lightning discharge when the associated current tries to find a path to ground.

Circuits enclosed in metal conduits are particularly susceptible to strikes on nearby structures.

Encryptor platform location

The encryptor platform must be installed in a secure location to ensure that it cannot be physically bypassed or tampered with.
Ultimately the security of the network is only as good as the physical security provided to the encryptor.

Ideally the encryptor will be installed in a climate-controlled environment along with other communications grade electronic
equipment, for example a telecommunications room, computer room or dedicated wiring closet.

Choose a location that is as dry and clean.

The encryptors are designed to be located between a trusted (protected) and an un-trusted (unprotected) network. The local
interface of the encryptor should be connected to appropriate equipment on the trusted network and the network interface of the
encryptor should be connected to the un-trusted (often public) network.

Depending on the topology of your network, the local interface will often connect directly to a router, switch or add-drop
multiplexor and the network interface usually connects to the network terminating unit (NTU) provided by the network supplier or
carrier.

I NOTE: Insome cases the network interface may connect to an optical multiplexor ahead of the NTU and dark fibre.

1. Attach the mounting brackets to both sides of the front of the encryptor using the supplied screws.

2. Position the encryptor in the rack aligning the holes in the mounting brackets with the holes in the rack (screws are
provided by the rack vendor).

3. Insert and tighten the rack screws, ensuring that the unit is correctly centred and that it will not obstruct other equipment.

4. Attach the front mounting brackets to both sides of the front of the encryptor using the screws that are pre-fitted in the
mounting holes.

5. Position the encryptor in the rack aligning the front holes in the mounting brackets with the holes in the rack.

6. Insertand tighten the rack screws (screws are provided by the rack vendor), ensuring that the unit is correctly centred and
that it will not obstruct other equipment.

7. Slide the left and right rear extension brackets into the mounting slots in each sides of the encryptor, ensuring that the
arrows on the brackets are pointing upwards.

8. Fasten the rear extension brackets to the rack (screws are provided by the rack vendor).

—
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Commissioning
In order to establish trust with its peer(s), each encryptor must be signed by a common Certificate Authority.
The commissioning steps, described in more detail on the following pages, include:

1. Setting the IP address of the encryptor so that CM7 can be used to perform the following steps.

2. setting the Name and Date/Time for the encryptor

3. activation using CM7, which supports all of the current encryptor models.

I NOTE: This allows the use of either an internal (CM7 based) or external CA

Default credentials ‘

The encryptor is shipped from manufacturing with a single administration account that has an account name of ‘admin’ and a
password of ‘$Password1’.

The "activation’ process during commissioning ensures these credentials are changed.

The default credentials are reset whenever the unit is erased or the tamper mechanism is triggered.

Setting the IP address

An encryptor requires a valid static IP address before CM7 can manage it via the management port or remotely via inband
management. DHCP is not supported as it poses a potential security risk. The IP address can be set via the CLI or if an address
has already been assigned, the encryptor can be ‘discovered’ and the IP address changed as described below.

Both IPv4 and IPv6 addresses are supported on the Ethernet management port.
The management IP address can be set and changed from:

* The Command Line Interface (CLI)
* The front panel keypad/LCD (CN Series, IPv4 only)
* From CMY (once an initial address has been assigned).

Only IPv4 addresses can be set from the CN Series front panel. IPv6 addresses must be set from CM7 or the CLI.

If the encryptor already has an IP address assigned you can use CM7 to change the address as described in the sections that
follow.

Set the IP address through the CLI

to the CLI using the default account (user name: admin, password: $Password1)

Use the ip command to set the address as described on page 271.

NOTE: The management IP address is not visible from the networks connected to an encryptors Local or Network ports.
The IP address is only used for local management via the management port on the encryptor.
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Set the IP address from CM7

The IP address of the encryptor can be changed from the Network Addressing menu item of the selected unit. See "Network
addresses" on page 182

NOTE: Factory shipped encryptors may already be configured with an IP address. If so, this needs to be reconfigured
with a valid IP address for your network. CM7 can be used to do this.

CAUTION: If you load IP addresses into encryptors to facilitate local testing, then prior to relocating the units to a different
subnet make sure that the appropriate units have their correct IP addresses loaded. If this is not done then a user with the
required ‘admin’ authority will need to go on site to do this via the CLI.

NOTE: Address changes take effectimmediately; there is no need to restart the encryptor. Assuming SNMP access is
available, subsequent IP changes can also be made remotely.

Setting Name and Date/Time

Operation of an encryptor requires a valid date and time. The encryptor has an internal battery-backed Real Time Clock (RTC)
and also supports NTP for connection to external time servers.

The date and time can be set using the CLI, or with CM7.

The timezone for each encryptor can be set with the CLI timezone command as described on page 311, or using CM7.

Setting the encryptor name from CM7

The name of the encryptor can be changed from the Overview menu item of the selected encryptor. See on page 175

Setting Date and time via the CLI

Login to the CLI using the default account (user name: admin, password: $Password1)

Use the DATE command to set the date and time. See 'date' on page 253 for details.

Setting Date and time via the front panel

After power up the LCD shows the current time, for example:

2000-01-01 21:17:35
Up 0 days 21:20

(if the LCD does not show the time then you can cycle back to the time by pressing the Up or Down key repeatedly)
Press the enter key (ENTER) to enable editing

Enter the correct date/time
2010-01-21 21:17:50

(use the Up or Down keys to change the value)

Press (ENTER) again to accept and set the current digit and move to the next digit

Setting Date and time from CM7

The date and time can be set using the Date/Time option as described on page 178
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Source of Date/time

Each encryptor uses its real time clock to maintain an accurate date and time.
The date/time value can be set from CM7.

Optionally an external time (NTP) server can be configured so that date and time are automatically established.

NOTE: In multi-slot mode, the date and time can only be set on the host, and any slot is always synchronized. When using
CM7, the date/time field is greyed out in the Management view of the slot so cannot be changed by a user. Similarly, the
CLI does not allow changes to the date/time of the slot.

Activation

The activation process is used to change the credentials of the default administration account from admin/$Password1 to those
used to secure the unit. The process requires a user who is logged on to the ‘admin’ account and an operator at the encryptor.

Activating encryptors with CM7

Use CMTY to activate encryptors if they are in a remote location.

The CM7 activation steps are described on page 162

Activating encryptors from the CLI

If the encryptors are local devices, they can be activated using CLI commands. Where supported by the firmware, encryptors
can be activated from the CLI using the activate -Icommand as described on page 242

TIM configuration

If an encryptor is to be operated in Transport Independent Mode, after discovering and activating the device, configure
TIM parameters using the following steps:

1. Set the connection mode to Transport Independent Mode (TIM) via the CM7 Policy pane or the CLI con command
2. Set crypto mode to AES-256-GCM128
3. Set encryption to Encrypt Global via the CM7 Policy pane or the CLI global command

4. Configure the Ethertypes table for network to be secured using the CM7 Ethertypes pane or the CLI ethertypes
command

5. Ensure KID is set uniquely across the network and set a limited KID on software/DPDK encryptors (CV1000 & CS1000)
if connecting to hardware/FPGA encryptors

6. Configure the key provider - if using KDF, ensure the KDK is set to the same value on ALL devices

7. Configure the key synchronisation method to be the same on all devices (Counter-based synchronisation is
recommended to avoid the need for NTP.)

8. Ensure the date and time-zone have been set correctly for all devices. Enable one or more NTP servers via the
CM7Date/Time pane or using the CLI ntpcfg command

9. Configure the appropriate IPRules for the required/existing L2 / L3 / L4 networks if encrypting at L3 or above. This is
done using the CM7 IP Rules pane or the CLI iprules command.
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» Configure ONE rule at a time, starting at L2, followed by L3, L4 UDP and finally L4 TCP.

* For each rule perform an end-to-end network check to ensure that the IP Rule is successful and that the network

is allowing the encrypted traffic to pass.

» (Firewalls can block the TCP timestamps required by NTP based encryption)

10. Enable auto-discovery at the correct layer to discover encrypted connections once traffic is being sent. (Itis
recommended that this is disabled after the network converges and all connections have been discovered.)

11. Consider MTU implications for the network. If necessary, enable PMTU Max or adjust the MTU in your network to allow

for the small additional shim overhead

12. Check network Firewall configuration to allow the following:
= jp protocol = 0x63 | 99 (private encryption protocol)
= TCP timestamps (used for L4 TCP encryption)

NOTE: If a KDK key is to be activated at a given date and time and NTP causes the time to shift more than an hour, the

KDK key will be removed and a new KDK key must be generated.

Multi-Slot configuration

The following steps are used to configure the slots of a CN6140 Encryptor:

1. Set Date and Time of Host:
CN6140_A>date yyyy-mm-dd hh:mm:ss

2. Set IP Address of host either using the front panel or the CLI ip command.
CN6140_A>ip -s <idx> <addr>/<prefix> <gw>
where idx is 1 for IPv4 management, 2 for IPv6.

3. Set the encryption speed:

protocol -s <n>

n =1 for 1 x 1Gbps, =2 for 1 x 10 Gbps, =3 for 4x 1 Gbps, or = 4 for 4 x 10 Gbps.

4. Activate the host following the command prompts:
CN6140_A>activate -l
I NOTE: The host does not require a certificate, these are applied for each slot.
5. Apply required licence to the slot(s):
CN6140_A>slot -l <license> <idx> | <idx> ...]
Example slot -1 1.25G 0 assigns 1.25 Gbps license to slot 0
6. Start the slot using idx 0 to 3:

CN6140_A>slot -r <idx>
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7. Login to slot using idx 0 to 3:
CN6140_A>slot -c <idx>

The selected slot can now be configured using standard single encryptor commands.
To log out from a slot, use the CTRL+q command followed by a q.

After the IP address has been set you can verify the setup by discovering the using CM7. To do this select 'Discover’, enter the
IP address and then start discovery

When this process completes, add the encryptor to the discovered list. The slots will be discovered and grouped below their host
encryptor.

Certification

The steps required to load the initial certificate and change the credentials of the default admin account are described in this
section.

Certification with CM7

The steps required to load certificates using CM7 and/or an external Certificate Authority are described on page 164.

Firmware Upgrades

Senetas encryptor firmware upgrades are installed to provide additional functionality or address known limitations of the unit.
They are provided either under a maintenance agreement or to fulfil a customer order.

NOTE: Upgrading an encryptor does NOT change the configuration, that is, all certificates, connections, user accounts
and configuration information are retained from the old to the new firmware version.

Depending upon the encryptor model, there are a number of installation methods:
« via the front panel using a USB key, or
* via the upgrade CLI command (all models), or
* via alocal or remote FTP/HTTP server (all models)
Irrespective of the method used, an authorized upgrade image provided by Senetas is loaded into the encryptor.
All firmware images provided by Senetas have a .IMG extension. Encryptors with earlier releases must be

upgraded using a current release that has the deprecated .CTAM or .SFNT extension after which the unit will be able to
recognise the .IMG images.

I NOTE: Senetas encyptors support only USB drives that are configured with the FAT or FAT32 format.

All upgrade images are generated and supplied by Senetas (or Senetas’ trusted representatives). You should never attempt to
load an upgrade image obtained from any other source into an encryptor.

Upgrade images are supplied encrypted with a Senetas key (using triple DES) to ensure confidentiality during transit.

An example of an upgrade image file name is:
CN6140_A-5.5.0.D003-20230210-054031.tar.gz.img

In this case, the firmware version is 5.5.0 Delta 003 and the .img suffix identifies the file as a Senetas upgrade image.
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During the upgrade process the new firmware image is decrypted, uncompressed and stored internally in non-volatile memory.
The new image will not be used, however, until the encryptor is restarted, thus providing a way of synchronising the upgrading of
a number of encryptors to the new version. To do this the encryptors are all upgraded to the new image and when convenient, a
network wide restart is performed to use the new firmware.

Quantum-ready upgrade images

Upgrade images for Senetas encryptors are also supplied signed by a private key generated from the QRA-based algorithm
Falcon-1024.

Quantum-ready images have the naming convention of <Platform-Version.Delta_Date-Time>.tar.gz.qimg. For example:
* CN6140-5.4.0.D011602-20230210-054031.tar.gz.qimg
e CV1000-5.4.0.D12345-20230115-054031.tar.gz.qimg
Both formats of the upgrade images (*.img, *.qimg) will be generated and you will be able to choose the specific format (*.img or

*.qimg) for your required upgrade.

NOTE: Encryptors will support both formats for the next few releases, after which support for the older format (*.img) will
be deprecated.

WARNING: Firmware versions prior to v5.5.0 will not be able to use *.qimg images to upgrade. Thus, v5.5.0 .qimg
upgrade images can not be used to upgrade from v5.2.1(or earlier) to this release.

Once the encryptor is running v5.5.0, *.qimg upgrade images shall be recognised and can be used to upgrade to itself and
newer versions.

Firmware downgrades

While it is not recommended, there are situations where a Senetas encryptor needs to be loaded with an earlier version of the
encryptor firmware.

Downgrades from version 5.5.0 onwards will automatically perform a full erase when the encryptor is next rebooted using CM7
or detects any other type of trigger that causes the device to perform a reboot or an erase.

However, this only applies from one major release to another and is determined by comparing the first two digits of the firmware
number. For example:

e 55.1 —5.5.0will not auto erase

¢ 5.5.x— 5.2.xwill auto erase

I NOTE: Firmware version 5.5.1 does not currently exist; it is used for illustrative purposes only.

Firmware upgrade using CM7

The steps required to upgrade the firmware using CM7 are described on page 221.

Protocol support

The CM7 management tool currently supports only Ethernet encryptors that have X.509 certificate support. The approach ref-
erenced in this section can only be used with these units.
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Upgrade progress indication

The progress or status of an encryptor upgrade is now indicated on all CM7 screens by displaying a coloured background for the
encryptors:

e green when an upgrade is in progress or has been successfully completed

 red if the upgrade failed

Firmware upgrade using a USB 'memory stick' or drive

An upgrade image stored on a standard USB memory stick can be loaded into a Senetas encryptor via the front panel USB port
using the following procedure:

1. Obtain a valid upgrade image from Senetas.

2. Copy the image file onto a USB memory stick in the root directory - ensure that there is only one upgrade image file in
this directory or the wrong image may be used.

3. Use the front panel ENT key to select the Upgrade mode
4. Insertthe USB memory stick into the encryptor USB port. The encryptor will automatically detect the memory stick and

search for a file with the .img extension.

I NOTE: Senetas encyptors support only USB drives that are configured with the FAT or FAT32 format.

The encryptor will start transferring the image.

Once the image has been transferred, the encryptor will report the upgrade version number:
CN6140.1.3.7.D003

The USB memory stick may be unplugged as the image has been loaded into internal memory.
The unit will check the image and commence the upgrade process.

The authenticated image is decrypted, decompressed and stored in non-volatile memory after which the LCD will indicate:

Upgrade successful

Reboot when ready

The upgraded firmware image will not be used until the unit is restarted. This can be done immediately or at a later time.

User defined entropy

Senetas encryptors utilise one or more noise/entropy sources to provide robust, FIPS-approved entropy for the purposes of
generating all key material within the device. The NIST800-90A/B/C standards have been implemented and the solution
certified to FIPS140-2 Level 3.

You may also choose to replace the entropy source with a user-defined entropy pool. To utilize this facility, FIPS mode must be
disabled and then entropy enabled either via CM7 or the CLI.

When entropy is enabled an entropy (.ent) file can be loaded using the same procedure as a firmware update; however, a reboot
is not required. The entropy file is consumed verbatim for key use, with no other mixing and no qualitative testing applied. This
has a twofold benefit for customers:

* Firstly, the entropy pool is not polluted in any fashion with internal processing which provides an assurance that the key
material is based solely on the entropy pool data.
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» Secondly, for the purposes of AES assurance testing, “known” entropy can be used to facilitate black box testing by the
end user. The test entropy pool can be readily erased or overwritten on the completion of any test cycle.

The entropy file includes a SHA-256 signature which is verified during file loading and process start-up. If verification fails or the
entropy pool be exhausted, the encryptor will revert to the standard internal hardware-based entropy sources without
operational impact.

I NOTE: Reloading the entropy pool removes any existing data and restarts consumption.

Preparing the .ent file

The following Linux example gives the required steps to construct an entropy file for the purposes of uploading to an encryption
device. Maximum file size is 10 MB.

head -c 10M /dev/random* > ent.bin
sha256sum ent.bin > ent.sha2

tar -zcvf <filename>.ent ent.bin ent.sha2

*Illustrative only - select a source as required by the customer.

Monitoring

Once the update is complete, the user should check the event log and verify the SHA256 checksum matches that which was
loaded.

With entropy pool enabled, pool statistics are available via CM7 or the CLI. These statistics are provided in the following table.

Table 23. Entropy statistics

Parameter Description ‘

Entropy pool Enabled

Size (bytes) Total size of entropy file

Bytes remaining Remaining bytes before exhaustion

Bytes used Bytes consumed to date

Percent used Percent exhausted

Estimated days remaining Based on current consumption rate over previous days (7 day rolling win-
dow) - allow 24 hours for initial calculation

Alarms are generated when consumption reaches 80, 85, 90, 95 and 100% of the entropy pool.

Quantum Origin entropy source integration and support

The Senetas suite of encryptors now integrates with Quantum Origin, developed by Quantinuum, providing the encryptors with a
continual supply of quantum-derived entropy.

Quantinuum has developed the first quantum-computing-hardened cryptographic keys, which the company describes as a
near-perfect source of Key Derivation Keys (KDK), known as Quantum Origin. Quantum Origin derived entropy can now be
installed on an encryptor using Senetas' existing Bring Your Own Entropy (BYOE) mechanism and new Quantum Origin config-
uration capabilities.
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Senetas encryptors can download a Quantum Origin KDK from the server at regular time intervals. This KDK, along with other
data, will be input into a NIST SP800-108 KDF to perform a key expansion operation to generate Quantum Origin derived
entropy. The encryptor will detect the presence of new entropy and move it to the active or off line entropy pool (bank) without
any disruption to any service and provide continuous Quantum Origin derived entropy to the encryptor.

The encryptor shall monitor entropy usage and user notifications will indicate when the active entropy pool (bank) is nearing
exhaustion. If the Quantum Origin entropy is exhausted before the next Quantum Origin KDK can be retrieved, the encryptor will
revert to default sources of entropy. Once the next Quantum Origin KDK is downloaded and used to generate entropy, the
encryptor will resume the use of Quantum Origin entropy.

To access Quantum Origin entropy, the Senetas encryptor must be:
* in FIPS disabled mode
* activated
* BYOE enabled, via entropy -e CLI command or the 'Manage' screen in CM7 'System' pane, 'Entropy Pool' tick box.

Quantum Origin specific configuration is performed through the quantum_origin CLI commands or the 'Manage' screen in CM7
'System' pane, 'Entropy Pool/Quantum Origin' section. Once all the prerequisite certificates are installed on the encryptor and
the Quantum Origin information is configured, Quantum Origin may be enabled. An enable will always trigger an immediate
download of a Quantum Origin KDK and generation of Quantum Origin entropy.

NOTE: Both BYOE and Quantum Origin entropy are disabled by default. An erase will delete all BYOE entropy files and
disable the feature.

Quantinuum server access

To access the Quantum Origin server, you must follow the onboarding process as required by Quantinuum. ltems you are
required to do, include:

» provide IP address/range that their encryptor(s) will present as clients to the Quantum Origin server and have these
addresses authorised by Quantinuum

* request from Quantinuum a Quantum Origin server provided server certificate and CA signing certificate chain and
install both on to the encryptor

» generate an EC encryptor certificate (ensuring the subject DN of the CSR uniquely identifies the encryptor), have it
signed by a CA certificate chain (either different to or the same as the CA that issued the Quantum Origin server
certificate), install the signed encryptor certificate (and CA if different to the Quantum CA) and have these certificates
registered with the Quantum Origin server

* receive from Quantinuum a shared-secret AES-256 (32 byte) key that will be used to encrypt any key generated for the
encryptor, convert the secret key to a 64 character hex string and configure this on the encryptor

» determine the best Quantum Origin server to use and configure on the encryptor the hostname and IP address of the
selected server
Rate limiting

Rate limiting is a licensing feature available on the Senetas encryptors that limits the throughput capacity of an encryptor. It can
be set at manufacturing time or upgraded via a device specific license upgrade file.

Rate limiting is achieved via Traffic policing which is the process of monitoring ingress traffic to an encryptor and ensuring that
the configured license bandwidth is not exceeded. Traffic exceeding the rate limit value is discarded. All traffic, irrespective of
policy setting, is included in the bandwidth measurement.

The Rate limiting feature defines a Committed Access Rate (CAR) which is defined as Ethernet Octets in Mbps.
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Ethernet Octets per second is defined as; (Ethernet octets + (Number of Ethernet frames x (Minimum IFG + Preamble length))
Minimum IFG = 12 Preamble length =8

The encryptor guarantees passing traffic at the CAR and in addition can handle temporary bursts above the CAR. Bursts are
propagated to the network port. The bucket depth used in the leaky bucket algorithm to measure the local port traffic bandwidth
is approximately 67Mb. As such the maximum burst length above the CAR is approximately 67Mb. Large sustained bursts (>
67Mb ) above the CAR may lead to packet drops and throttling of the overall output rate.

The user is notified of policing taking affect via the following alarm and event log entry:
ALARM FPGA BW CLIPPING - "WARNING - Bandwidth is being clipped

The corrective action is to increase the size of the encryptors licence.

Note; no traffic smoothing, shaping or buffering is performed and therefore the latency profile of the traffic is unaltered. If rate
limiting is enabled on an encryptor then the network devices connected to the encryptor must perform traffic shaping or policing
at or below the CAR (rate limit) specified on the encryptor and be configured to not exceed the maximum burst length defined
above.

Additional considerations when configuring peer device traffic shaping-policing:

Connection Mode Shim size Max throughput
Point-Point (Line) CTR 32 100%
1 92%
GCM 32 84%
1 78%
Multipoint (MAC, VLAN) CTR 1 92%
GCM 1 78%
TIM GCM 1 78%

When TRANSEC is enabled, the limit applies to the speed at which Transport frames are sent, not the speed at which client
frames arrive TRANSEC mode requires substantial traffic bandwidth engineering, please refer to transec section of the
document. Additional information is contained in the release notes.

NOTE: When rate limiting is applied by an encryptor burst traffic in excess of the specified limit will result in frames being

discarded and SNMP traps being generated. If the application(s) using the link will be impacted by loss of frames then
traffic shaping should be applied ahead of the encryptors.

32 55-24-010 Ethernet Encryptor CN6140




33 g Ethernet Encryptor CN6140



Section 2: Encryption protocols

Section 2: Encryption protocols

This section describes the configuration and processing for each encryption protocol.

Maximum Transmission UNits ... ... ... 34
AlGOritM SUPP O 38
Ethernet enCryptioN . 39
Modes of Operation ... ... . 4
DEK Pairwise and Group keys (only layer 2) ... ... . 44
Replay ProteCtion ... . 45
Point-to-Point (Layer 2) Line encryption ... ... . ... ... .. 56
Multipoint (Layer 2) MAC enCryplion ... . ... ... 7
Multipoint (Layer 2) VLAN encryption ... .. .. 90
Transport Independent Mode (TIM) (Layer 2, 3 and 4 encryption) ... . ... ... .. ... ... 96
Ethernet Protocol(only layer 2) .. . 109
Ethernet frame formats .. ... ... ... . 111

Maximum Transmission Units

Introduction

The term Maximum Transmission Unit (MTU) typically refers to the largest possible frame size of a communications Protocol
Data Unit (PDU) on the OSI Model Layer 2 data model.

The layer 2 payload MTU is typically 1500 bytes. Encryption adds necessary additional overhead to network packets due to the
inclusion of cryptographic headers and trailers.

This additional data increases the size of packets, potentially causing them to exceed the network MTU. When packets surpass
the MTU, they can be fragmented or dropped which can introduce latency and reduce overall transmission efficiency. It's
important to account for encryption overhead when configuring or assessing MTU values to ensure optimal network performance.

The following table shows the size of the cryptographic header (security tag) added by the encryptor in different modes of
operation:

Table 24. Encryption frame overheads

Security tag size (bytes)

Encryption Layer4 UDP (Layer4 TCP | UDP Tun-

Layer nelling
Operational Layer 2 Modes | 8 N/A N/A N/A N/A
Mode (LINE, VLAN)

TIM time-based | 8 8 8 12 16

sync

TIM counter- 10 10 10 12 18

based sync
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If GCM mode is enabled then an additional 16 bytes is also added to the end of the frame as a frame integrity check value (ICV).

NOTE: Senetas encryptors are capable of handling jumbo frames up to 10,000 bytes long and do not perform packet
fragmentation or reassembly.

To compensate for the additional encryption overhead it may be necessary to adjust the MTU settings across the network.

NOTE: Inlayer 2 networks there is no dynamic network mechanism to adjust the end-to-end MTU but in IP networks Path
MTU Discovery (PMTUD) is typically used to allow devices to automatically discover the MTU of the path being used.
PMTUD can help in situations where the MTU may vary.

MTU considerations

Compensating for encryption overhead in Layer 2 encryption modes

I NOTE: This section is applicable when the encryptor is running in LINE, MAC or VLAN mode.

1. Determine the maximum encryption overhead in use from the above table and GCM setting

a.

For example, in VLAN mode with GCM enabled the max overhead = 8 byte security tag + 16 byte ICV = 24 bytes

total

2. The default MTU on Ethernet networks is 1500 bytes. To compensate for the encryption overhead it may be necessary
to either increase the increase the MTU between encryptors or reduce the MTU on devices behind the encryptors.

a.

35

Increasing the MTU between encryptors

If you have control over the MTU settings of the network equipment between the encryptors you can increase the
MTU to account for the encryption overhead.

For example, if the encryption overhead is 24 bytes and the standard MTU is 1500 bytes, you might set the MTU
to 1524 bytes between the encryptors.

This approach is beneficial when:
* You have control over the intermediate network infrastructure.
* The network infrastructure supports jumbo frames or MTUs larger than standard
¢ Itis more feasible to modify a few devices rather than many endpoints

Reducing the MTU on devices behind the encryptors

By reducing the MTU on devices behind the encryptors, you ensure that even after the encryption overhead is
added, the packet size remains within the allowable MTU on the transmission path.

For instance, if the encryption overhead is 24 bytes and the standard MTU is 1500 bytes, you might set the MTU
to 1476 bytes on the devices behind the encryptors.

This approach is beneficial when:
¢ You don't have control over the intermediate network infrastructure.
* The network doesn't support MTU sizes larger than standard.

¢ You can centrally manage and configure the required number of endpoints.
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The choice between the two methods often depends on the specific network topology, the devices involved,
administrative preferences, and the scale of deployment.

Compensating for encryption overhead in Layer 3 (IP) networks

This section is applicable when the encryptor is running in Transport Independent Mode (TIM).

The network MTU can be adjusted as described above but in TIM the Encryptor also allows the native PMTUD mechanism of the
network to function and has specific policy controls for this.

Path MTU Adjustment (PMTUA)

PMTUA is an additional encryptor policy setting that when enabled/ allows the encryptor to automatically adjust the next hop MTU
size in PMTUD messages that are received on the network port from a downstream router before being forwarded to the
originating host on the local port.

I NOTE: Forwarding of PMTUD messages also requires an applicable bypass rule to be configured.

This can be any rule that matches the ICMP (3,4) packet type (e.g. unlisted action = BYPASS) but it is recommended to add an
explicit ICMP (3,4) Bypass IPrule associated with this flow to make the behaviour transparent.

The next-hop MTU value is adjusted to allow for the encryption overhead, thus taking care of the end-to-end MTU adjustment
without the need for user intervention on the end devices.

Network
R ch[c?l A Router_B
outer_. MTU=1500

|

1500 Byte )

1524 Byte
Packet Encrypted Packet
Router generates:
(— PMTUD:
Encryptor adjusts Next-hop MTU = 1500
PMTUD message and
forwards

Next-hop MTU = 1476
Local Router_A ex P

adjusts its MTU
to 1476

PMTUA should only be enabled for traffic that is encrypted with a layer 4 encryption policy. This is because the
PMTUD packet received from the network router includes part of the triggering packet’s payload (the first 8 bytes) which will
be encrypted for all encryption policies other than L4 and therefore unreadable at the originating host.

For this reason PMTU Max is the recommended mechanism to handle MTU issues.
PMTUA is disabled by default, to configure the PMTUA mechanism on a Senetas encryptor, the following methods can be used:
* The CLI command policy -A <-e | -d> where the -e option enables the feature and the -d option disables it

* Viathe CM7 'Policy' pane ('‘Path MTU Adjustment' checkbox), in the 'Manage' screen
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- & 169.254.15.2(CN4010090588)
- Management Ethertypes [FCOF, FCOE, FCOD]
- 4B 169.254.15.1(CN402009848)  Path MTU Adjustment enabled
Path MTU Maximum 0
- Replay Protection window
Inaise Configuration  feature disabled
e H Locl| RemoteCll & B @[ 1t ¢ »lm & s curmncinne M|
6150_TIM.xmi(CN6150-BOTTOM-1) - Policy [ Feu@n A & & 08

To function correctly, the PMTUA feature requires all of the following:
1. PMTUA enabled
Encryption policy set to Layer 4

L4 checksum calculation feature enabled

A w0 DN

A policy rule that will bypass PMTUD messages received from the network
5. Global action = Secure

If all the criteria are met, the statistics 'ICMP PMTU Adjusted Frames' (in Local Policy statistics) and 'ICMP PMTU Range
Exceeded Frames' (in Network Policy statistics) will be incremented.

If the next-hop MTU size in a validly received ICMP but the above criteria is not met, PMTUA will not occur and only the 'ICMP
PMTU Range Exceeded Frames' (in Network Policy statistics) shall be incremented).

If the next-hop MTU size in the corresponding ICMP message is outside the range stated above, then the packet is processed

as per the policy and adjustment is not done.

Path MTU Maximum (PMTUM)

PMTUM is an encryptor policy setting that enables you to set a pre-defined maximum MTU size for the network.

When enabled, IPv4 frames received on the local port of the encryptor - that would exceed the configured MTU size when
encrypted - will cause the encryptor to generate an ICMP type 3, code 4 (PMTUD) packet which is sent back on the local port to
the originator of the packet (with the goal of reducing the originator's MTU).

This packet includes the original IP header and eight bytes of payload (as per the standard) with the next-hop MTU set to: the
user configured maximum MTU setting, minus the encryption overhead (for example, 24 bytes) as shown below.

37 g Ethernet Encryptor CN6140



Section 2: Encryption protocols

Network
R Lotcal A Router_B
outer— MTU=1500

PMTU Max setting
1500 Byte = 1500

Packet
Encryptor generates:

h PMTUD:

Next-hop MTU = 1476
Local Router_A

adjusts its MTU
to 1476

Figure 8: PMTU Max operation
To configure the PMTUM on a Senetas encryptor, the following methods can be used:

* CLIcommand policy -M <mtu size>

¢ Via CM7 'Policy' pane ('Path MTU Maximum' field), in the 'Manage' screen.

‘Selected(6150_TIM.xmi)
EmMavalc ©Discard All_k4Apply Al BExpand Al 8 Colapse Al B2 Export Find Text: WA

Encryptors

8 & Ppolicy > ODiscard |iApply  CopyTo.
-~ Groupt " Global Mode discard al
& Exports " Operational Mode [TIM, KDF, counter, AES256-GCM]
' 6150_TIMXMI(CN6150-5... VLAN Settings [bypass header: enabled, 8100, 8100]
b 6010_VLAN.XI(CN6O10-... T ke DR 6o
6010 MACTHONED1O-.. IP/IGMP/MLD Processing ~ [encryption ID: 99, bypass IGMP MLD: disabled]
X - GCM Authenticaton  shim + payload
- & 169.254.15.2(CN40100905... Management Ethetypes [FCOF, FCOE, FCOD)]
- & 169.254.15.1(CN40200984... | path MTU Adjustment ] enabled
Path MTU Maximum 1500
 Repay Protecton window
Initlse Configuration  feature disabled

The configured MTU size can be between 128 - 10,000 bytes. A value of 0 disables the feature.

I NOTE: The PMTUM feature is disabled by default.

The statistic'PMTU Max Tx Frames' (in Local Policy Statistics) is a count of valid ICMPv4 PMTU Max frames sent from the
encryptor out the local port.

The new statistic 'IP MTU Exceeded Frames' (in Local Policy Statistics) increments when an IP frame is received on the local port
with a length greater than the configured PMTUM value.

The 'IP MTU Exceeded Frames' statistic will increment even if the PMTUM feature is disabled on FPGA-based encryptors.

Algorithm support

The section provides detail of the algorithms that are supported for the functions required to implement the encryptors supplied by
Senetas.

The information is provided to assist security professionals who may require it as a supplement to associated documentation.

NOTE: Not all of these are available in all models or when operating in specific modes. Details are available in the relevant
section of the documentation.
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Secure Message Exchange Algorithms and key sizes

Depends on the certificates assigned to the connection (RSA or ECDSA) and the crypto configuration (AES modes and key
size) and connection type (point to point or multipoint/ group key).

TLS Algorithms and key sizes

Only used for services (FTPS, RESTful, KeySecure, etc.); not used for secure connection establishment. Note the availability of
certified libraries requires that v1.2 of TLS be used.

Table 25. Mode and Key size per algorithm
Application Algorithm Mode / Key size

Secure Message Exchange

Authentication RSA modulus 2048
ECDSA NIST curves: P-256, P-384, P-521
Key exchange RSA-OAEP modulus 2048
ECDH NIST curves: P-256, P-384, P-521
AES CFB / 256
Symmetric encryption AES CFB, CTR, GCM / 128, 256
Signatures SHA-2 SHA-256, SHA-384, SHA-512
Hash for HMAC SHA-2 SHA-256

SSH Algorithms (version 2.0)

Authentication ECDSA NIST curves: P-256, P-384, P-521
Key exchange ECDH NIST curves: P-256, P-384, P-521
Symmetric encryption AES CTR, GCM / 128, 256

Hash for HMAC SHA-2 SHA-256. SHA-512

TLS Algorithms (restricted to v1.2)

Authentication ECDSA NIST curves: P-256, P-384, P-521

Key exchange ECDH NIST curves: P-256, P-384, P-521

Symmetric encryption AES CBC, GCM / 128, 256

Hash for HMAC SHA-2 SHA-256, SHA-384, SHA-512
Ethernet encryption

This document provides detail of the manner in which Ethernet traffic can be encrypted using Senetas encryptors. This
document describes the basic operation of the Ethernet encryptors and the normal or preferred mode of operation.

The options and features available are determined by the encryptor model, the firmware version and the type of accreditation
and these constraints are highlighted where appropriate.
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Basic operation

The Ethernet encryptor provides Layer 2 security services by encrypting the contents of data frames travelling across Ethernet

networks. The encryptor encrypts data between a local (protected) network and a remote (protected) network across the public
(unprotected) network. An encryptor is paired with one or more remote Ethernet encryptors to provide secure data transfer over
encrypted connections as shown in Figure 9 below.

Encrypted
<+---» Connections

Figure 9: Ethernet network topology

An encryptors Ethernet receiver accepts frames on its ingress port; valid frames are classified according to the frames header
then processed according to the configured policy of the encryptor.

The available policy actions are:

¢ Encrypt— payload of frame is encrypted according to policy
¢ Discard —drop the frame, no portion is transmitted
e Bypass —transmit the frame without alteration

When an encryptor is in Encrypt or Bypass it recalculates and appends a Frame Check Sequence (FCS) to each frame that is
transmitted.

Ethernet encryption policy provides fine control over how Ethernet frames are processed as they pass through the
encryptor.

Operation within networks

The Senetas Ethernet encryptor requires very little re-configuration prior to being installed within the network that is to be
secured.

Senetas recommends that the encryptor be deployed in the default multipoint mode using the appropriate VLAN policy settings.
The primary advantage of this is that it allows frame re-ordering; however, in some cases this mode of operation is not
appropriate.

Ethernet encryptors can be managed by the Senetas CM7 management system or via the Command Line Interface (CLI).
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The encryption algorithm for the Ethernet encryptor is AES using cipher feedback mode (CFB) or counter mode (CTR) or Galois
counter mode (GCM). Accreditation for FIPS-140-2 or Common Criteria EAL4 utilises a key size of 256 bits. Encryptors
configured to operate in TIM mode or at 10Gbps or higher must